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ABSTRACT

Malware attacks are increasing in a higher rate due to extensive use of Internet & handheld devices and misuse of technological advancements. There are many malware detection techniques which use static or dynamic features for classification. This work focuses on creating static feature vector, dynamic feature vector, combining them to form a hybrid feature set and prepare it for better classification. Printable string information and API call sequences of malware and benign samples are used as two feature sets which are passed through feature selection algorithm for selecting best features. The reduced feature sets are combined to form a hybrid feature set. The hybrid feature set is passed through an ensemble model for classification. The ensemble model used in this article includes three supervised classifiers such as SVM, KNN and DT. This proposed model has performed well compared to the individual classifiers as well as individual feature sets. Besides better accuracy, this model has an execution time approximately equal to the individual classifiers which makes this model efficient for malware detection.

1. INTRODUCTION

Malicious software or malware is a program designed to harm security and confidentiality of computing systems. Malware enters into a system or a network to acquire control over the systems, steal sensitive data, overload the server to reduce performance, wasteful use of network bandwidth, and many more illicit intentions. Malware has different forms such as virus, worm, Trojan, adware, bot, rootkit, ransomware, key logger, spyware etc. A brief description of these variants is given in table 1.

1.1 Motivation

As per a study by AV-test organization (AV-test Report), 0.35 millions of malware variants and potentially unwanted Applications (PUA) are being generated every day. Figure 1 shows the progress rate of known and unknown malware (in millions) in the past ten years. There are so many similar studies available which clearly speak about the exponential growth of malware variants in different sectors. The primary target-sectors are education, entertainment, finance, media, healthcare, public, individual and technology. These sectors are targeted to get sensitive information which creates financial opportunities for the cybercriminals. Internet plays a vital role in the growth of malware. The easy availability of internet services and extensive use of online services for day-to-day business creates huge amount of information every day. According to a study by Accenture security (Accenture security, 2019), “68%
of business leaders feel their cybersecurity risks are increasing”.

**Table 1. Malware variants**

<table>
<thead>
<tr>
<th>Name of the malware</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virus</td>
<td>Replicates it and connects with other programs. User unknowingly/accidentally executes the program to help the virus to spread.</td>
</tr>
<tr>
<td>Worm</td>
<td>Replicates itself and spread over network. Consumes bandwidth and attacks servers.</td>
</tr>
<tr>
<td>Trojan</td>
<td>Looks like legitimate file but malicious inside. User thinks it as valid file and installs it which leads to malware attack.</td>
</tr>
<tr>
<td>Adware</td>
<td>It comes with advertisements and pop-up windows. Attracts user to install it.</td>
</tr>
<tr>
<td>Bot</td>
<td>Self-propagating malicious program which usually attacks and controls a network.</td>
</tr>
<tr>
<td>Rootkit</td>
<td>Distantly access a computer secretly.</td>
</tr>
<tr>
<td>Ransomware</td>
<td>Attacks a computing system, blocks it and force the user to pay a ransom.</td>
</tr>
<tr>
<td>key logger</td>
<td>Records the keys pressed by user in a computing system.</td>
</tr>
<tr>
<td>Spyware</td>
<td>Secretly records user actions and key strokes in a computer.</td>
</tr>
</tbody>
</table>

![Figure 1. Statistics on Growth of malware by Av-Test](Src: AV-test Report)

There were around 36 billion data breaching incidents recorded in the first half of 2022 (Riskbased Security, 2020). Around 17% of the data breach happened due to malware (Verizon Business, 2020). Therefore, many organizations are focusing on securing their data from attacks. According to (Gartner Research, 2018), global information security market value is predicted to be 170.4 billion dollars by the year 2023. These studies reveal that the malware attacks are increasing unprecedentedly and many of the organizations are looking for better security approaches to protect their sensitive data from attacks. These predictions motivate the researchers to work in the direction of malware detection systems.

**Malware Analysis**

Malware analysis is an important step in the process of malware detection. It is a study to know malware details like; origin of malware, type of malware, authorship, behavior & functionalities of malware and impacts of malware on a system or network. These information are later used as features useful in implementing machine learning models for malware detection. Malware analysis is of three types such as; static analysis, dynamic analysis and hybrid analysis.

Static analysis dissects the file under consideration without executing it. In this analysis, low-level information such as byte sequences, strings, opcodes, Control Flow Graphs (CFGs), System calls and Data Flow Graphs (DFGs) can be extracted. Packed files need to be unpacked, encrypted files need to be decrypted and compressed files need to be decompressed before applying this analysis for better results. Many open source tools, freeware tools and command line utilities are available to perform this analysis. In static analysis, signature of the file is identified by finding out the cryptographic hash value of the file as well as knowing every section of the file. To do so, the file is loaded into a disassembler such as IDApro or OllyDbg which shows the executable code of the file in user understandable format. Then the user is required to analyze the code to understand the actual intention of the file.

In this method, the samples are executed in safe environments to analyze their behavior. This process is also known as behavioral analysis because during execution of the infected file, its behavior, system interaction and effect on the machine are monitored. This study is usually performed in isolated, safe and virtual environments. Many online and automated tools are available to perform this analysis. Prior to execution, the analysis systems are installed & activated with proper monitoring software such as Procmon, Capture BAT, PE-explorer, Hackerreplace, Wireshark, Regshot and so on. This method discloses original behavior of the samples which couldn’t be identified in static analysis. Hence, it is considered as a better analysis method as compared to the static method. on the contrary, it increases the analysis overhead in terms of time and resource usage. Because, it needs a safe environmental setup which incurs some cost. The virtual environment used in dynamic analysis may not be same as the real system environment hence, sometimes malcode may act artificially which differs from the original behavior.

Online automated tools used in dynamic analysis are CWsandbox, Norman Sandbox, TTAnalyzer, Ether, Anubis & ThreatExpert. The reports of dynamic analysis generated by the tools provide details of malware behavior and actions performed by them. Then the analysis system represents the report outcomes in an organized way which is later used for classification as feature vectors.

Hybrid analysis method is a blend of both static and dynamic methods used to deal with the disadvantages of both the techniques. First it finds out the static signature feature which is then combined with the dynamic behavioral characteristics for better representation of malware and benign samples for classification. The purpose of this analysis is to use the best features of both
static and dynamic analysis to represent a malware or benign sample more accurately and help the detection models to classify known as well as unknown samples more effectively.

1.2 Problem Statement
Most of the malware detection techniques use either static feature or dynamic feature for differentiating malware and benign files. These techniques can detect malware efficiently as long as the malware is a known type. The unknown malware or obfuscated malware may not be detected efficiently by these traditional signature based systems. Therefore, an efficient detection mechanism is required which can consider hybrid features of the samples for ensemble malware classification. The model needs to be optimized so as to increase detection accuracy with minimum execution time.

Contributions of this work are as follows,

- Collecting recent packed and unpacked malware and benign files from online and offline sources.
- Check the validity of these samples through VirusTotal service.
- Unpacking the packed files before performing analysis.
- Performing static analysis to collected printable string information and use static feature vector creation algorithm to represent the frequent and valid PSIs in the form of a binary vector.
- Performing dynamic analysis on the same samples via Cuckoo sandbox environment to get sequence of API calls. Further, use dynamic feature vector creation algorithm for extracting API n-grams of length 3 and 4 which are then represented as a binary vector.
- Performing feature reduction algorithm on individual vectors to reduce the dimension of the dataset.
- Merge the static and dynamic datasets to form a hybrid dataset and apply ensemble model on the hybrid dataset for classification.
- Analyse the detection accuracy and execution time with individual classifiers.

Next section talks about related works in the field of hybrid and ensemble malware detection and analysis systems. Section 3 includes the outline of the proposed system implemented in this work. Experiment results are discussed and analyzed in section 4. Section 5 concludes this article with a future scope of this work.

2. LITERATURE REVIEW
Malware detection techniques use either static features or dynamic features. The static features like strings, operation codes, API calls, Byte N-grams are usually collected using static analysis method. In this method, the samples are not executed but analyzed through disassembling and decompiling tools. The dynamic features like memory usage, register utility, instruction traces, API call traces, network traffic are usually collected using dynamic analysis method. In this method, the samples are executed in a safe and controlled environment to record the dynamic behavior of the samples. Machine learning algorithms play a vital role in solving problems related to classification and prediction. Machine learning algorithms can be implemented easily to achieve more accurate results which made the researchers to use them extensively on a wide range of tasks (Gibert et al., 2020). In this section, we present a few studies related to malware detection using simple machine learning methods and ensemble methods on different feature sets.

(Dai et al., 2019) proposed an ensemble method using features like API call sequences and hardware features such as memory dump images and hardware performance counters. Further they used neural network model to improve each feature for better detection accuracy. Lastly, they combined multiple classification algorithms to perform ensemble learning on the hybrid dataset. The detection accuracy of their model was 97.8%.

(Khasawneh et al., 2020) used ensemble method for improving performance of hybrid malware detection system with less cost. They used logistic Regression and Neural Networks as base classifiers in their experiment. As per their results, the model has reduced FPR value by more than 50% as compared to FPR values of individual models. Similarly, they observed a substantial reduction in detection overhead and detection time during online detection. As per their results, neural network performs better than logistic regression in terms of accuracy, detection overhead and detection time. The neural network based ensemble learning model has better accuracy, less overhead and less detection time as compared to logistic regression based ensemble model.

(Bawazeer et al., 2021) suggested a detection model using hardware feature like processor hardware performance counters collected through dynamic analysis. They used eight ML algorithms and two ensemble models in their experiment to evaluate accuracy, overhead and robustness of their proposal. They observed that, the ensemble model performs better with two HPCs as compared to eight HPCs.

(Ravula et al., 2013) used static and dynamic features extracted through reverse engineering process. They extracted features like API calls, DLLs, registry activity, file system activity and network activity for all the 1103 samples executed in safe environment. They divided the feature set into two datasets one containing 15 features and another containing 141 features. The feature sets are then passed through J48 Decision Tree and Naïve Bayes classifiers in Weka environment. The Naïve Bayes classifier has performed well with 15 selected features whereas decision tree has achieved better results with 141 features.

(Niranjan et al., 2018) proposed a Hybrid method comprising k Nearest Neighbor (kNN), Naïve Bayes and ID3 classifiers to achieve better detection accuracy. They
applied weight based feature selection method to select best features in the preprocessing phase. They proposed a feature selection algorithm which selected eight features out of 14 features which was then passed through the proposed classification model using 10-fold cross validation. The proposed method achieved better precision, recall, F1-score and accuracy as compared to existing models.

(Singh & Singh, 2020) extracted malware behavioral features using cuckoo sandbox. They used API calls, printable string information and other behavioral features to form a hybrid dataset. They included 16489 malware and 8422 benign files in their dataset. The accuracy score achieved by Adaboost ensemble model was 99.54%.

(Chen et al., 2020) used image and entropy features to train two different models. Then these models are combined into ensemble model to achieve better accuracy. (Yan et al., 2018) proposed a detection model called MalNet, using opcode sequences as the feature collected through IDApro tool. They used CNN and LSTM networks to train the model using features like grayscale image and opcode sequences. They performed their experiment on a dataset containing 20,650 benign files and 21,736 malware samples of nine malware families. The accuracy, TPR and FPR achieved by their model are 99.88%, 99.14% and 0.1% respectively.

(Feng et al., 2018) used multiple dynamic behavior features for android malware detection. The dynamic behavioral features are extracted through dynamic analysis. They used chi-square method for feature selection. Experiment was done on two datasets using different ML algorithms and stacking method. Stacking method outperformed other classification algorithms for both data sets.

(Li & Li, 2020) used ensemble of deep neural networks for android malware classification. Experimental implementation was done on two datasets containing 26 different types of attacks. They stated that, ensemble methods are more robust if base classifiers are robust. The robustness of deep neural network can be increased with different adversarial training phase.

Another android malware detection strategy is presented by (Martín et al., 2019) which used a benchmark dataset published under a Creative Commons Attribution-Noncommercial-Share Alike 4.0 International License and was constructed using AndroPy Tool which is an automated framework for extracting static and dynamic features from android files. The dataset contains static and dynamic features of 22 thousand malicious and legitimate samples which were extracted through controlled dynamic and static analysis. Finally, they applied ensemble classifiers on the hybrid dataset for effective malware classification.

(Gupta & Rani, 2020) presented two approaches using ensemble method for large scale malware detection. They used weighted voting strategy and stacking methods separately to implement ensemble models. The experiment was done on a huge dataset containing 100200 malware samples and 98150 benign samples using Apache Spark framework. As per the experimental results, the weighted voting method achieved 99.5 percent accuracy which is better than the stacking approach. It is also observed that, stacking the best 3 classifiers achieves same result as that of stacking all the classifiers. Therefore, stacking only 3 best classifiers can provide better accuracy with less computational time.

(Vasan et al., 2020) presented an ensemble learning approach to detect IoT malware using semantic features. Experiment was done using optimized RNN and CNN algorithms on a dataset containing 21137 IoT-malware and benign samples. Verification of the proposed model was done on different system architectures to check the robustness of the cross-architecture property. Two hardware architectures like Raspberry Pi 4 and Core-i5 are considered to examine the architecture overhead. Results shown that, the proposed model has achieved an accuracy of 99.98% with a low detection time of 0.32 seconds.

(Azeez et al., 2021) used an ensemble approach using 1-dimensional and fully connected convolutional neural networks with five algorithms at the end-stage. The five machine learning algorithms are: naive Bayes, decision tree, random forest, gradient boosting, and AdaBoosting. They performed the experiment on windows PE file features. The ensemble model with 7 neural networks with extra tree as the end-stage classifier has achieved better prediction accuracy close to 100%.

(Zhang et al., 2020) used dynamic analysis method to extract features related to virtual memory, hypervisor and hardware layers. Feature categorization was done based on three factors such as efficiency, system load and security. They applied AdaBoost method with voting strategy in cloud environment which resulted in 99.9% accuracy and less overhead.

(Roseline et al., 2019) presented a hybrid, stacked and multilayered ensemble method with vision-based analysis. They used two dimensional grayscale images of malware binaries available in maling dataset and BIG 2015 dataset for experiment. Experimentations were assessed in two groups, one with serial flow ensemble model and other with stacked multilayered ensemble approach. The suggested ensemble approach performed well with a detection accuracy of 98.91% which was claimed to be better than many modern deep learning based malware detection models.

Based on the above studies, we decided to use an ensemble learning model by combining three top classifiers obtained in our previous studies (Samantray & Tripathy, 2020) & (Samantray & Tripathy, 2021) on malware detection. The PSI static feature and dynamic API call features are selected based on their frequency of use, efficiency and robustness in the literature.

3. METHODOLOGY

Malware and benignware samples collected are analyzed separately using static and dynamic analysis methods. Printable string Information (PSI) of the samples is considered as static feature and Application
Programming Interface (API) calls of the samples are considered as dynamic feature. Frequent PSIs are identified to create a static feature vector. On the other hand, n-grams\((n=3\& 4)\) of the collected API calls are determined to create a dynamic feature vector. Both the vectors are binary vectors containing binary 0’s and binary 1’s to indicate the absence and presence of the features in the sample files.

Feature vectors of all the collected samples altogether constitute static and dynamic datasets for further experiment.

Both the datasets are passed individually through Principle Component Analysis (PCA) method for dimensionality reduction (Wold et al., 1987). The number of components in PCA is decided by using a variance threshold of 90%. The reduced static dataset and dynamic dataset are combined together to create a hybrid dataset which is further sent for classification. In this model we have suggested the use of bagging ensemble model with three different classifiers such as; Support vector machine (SVM), K-nearest neighbor (KNN) and Decision Tree (DT). The dataset is divided into three subspaces using random sampling method. The three subspaces are given to the above three algorithms individually. Final prediction is done using majority voting methodology. The proposed system architecture is shown in figure 2.

4. EXPERIMENT & RESULTS DISCUSSION

Linux OS is used in this experiment to perform malware analysis. The “strings” utility of Linux is used to fetch string information from different file samples. Each input sample of both malware and benign types are analyzed using this Linux utility and the analysis results are stored in files. The procedure to use the strings utility in Linux is demonstrated in the figure 3. As depicted in this figure, the samples named malwaresample1.exe and malwaresample2.exe files are supplied to the string utility and the outputs are stored in malwaresample1.doc and malwaresample2.doc respectively.

Total number of malware samples collected for this test is 562 and number of benignware samples is 415. These samples are collected from online sources like virus sign, virushare, malshare and other offline sources. The files are unpacked before sending for analysis. Static analysis is performed first on these samples to recognize PSI of size greater than 8 bytes for every sample and the same are documented. The valid strings are identified by

![Figure 2. Ensemble model for Malware detection](image)

![Figure 3. String utility to collect strings of a sample and store them in a document.](image)
eliminating unnecessary strings which were placed in the data section to obfuscate the malware. Further, then the static feature vector creation (SFVC) algorithm implemented in (Shijo & Salim, 2015) is used to maintain a list of features whose frequency exceeds a particular threshold (40% of the count of samples). The SFVC algorithm is shown in algorithm 1. The files containing PSI information of the samples are given as input to the algorithm. The algorithm checks every file and identifies the frequent PSI based on the threshold value and the identified PSI are added to a list. The list is then compared against PSI of each file to create the binary vector. The vector contains binary 1’s and 0’s to indicate the existence and non-existence of features in each file. The static dataset contains 3172 static features assigned with binary values. A portion of the static PSI dataset is shown in figure 4. The columns contain features PSI1 to PSI3172 to represent 3172 features. The first column denotes the sequence number of all sample files. The last column is the class label with binary values to represent malware and benign classes.

![Figure 4. Static binary vector](image)

On the other side, the dynamic analysis is performed on the same collection of samples to get API calls. This is done via Cuckoo sandbox environment in a virtual system to avoid the host system from being attacked accidentally during dynamic analysis. The result of the analysis was stored in the log file in which API calls of the samples were available. In order to get sequence of API calls, the dynamic feature vector creation (DFVC) algorithm implemented in (Shijo & Salim, 2015) is applied to extract n-grams (n = 3 and 4) of the API calls.

![Algorithm 1: Static feature vector creation (SFVC) algorithm](image)

![Algorithm 2: Dynamic feature vector creation (DFVC) algorithm](image)
The result covered around 1642 number of 4-gram and 1906 number of 3-grams which are then represented as a feature vector. The frequent n-grams (which exceeds a specific threshold value) are selected from all the files and included in the dataset. The dynamic dataset containing 3-gram and 4-gram features of all the samples are represented as a binary dataset which looks similar to the snapshot shown in figure 5.

![Figure 5. Dynamic feature binary vector](image)

The static dataset contains around 3172 features whereas the dynamic dataset contains a total of 3548 features of type 3-grams and 4-grams. Merging these two datasets resulted in a hybrid dataset but, the number of features are more which led to an over fitted and time-consuming model. For this reason, we applied Principle Component Analysis technique on the individual datasets shrink the dimension. The variance threshold in PCA is set to 90% to select the number of features for reduction. After applying PCA the feature sets are reduced by approximately 45%. The reduced static feature set contains 1957 number of features after applying PCA. The dynamic feature set contains 1335 number of 3-grams and 916 numbers of 4-grams after feature reduction using PCA. The PCA is implemented using Python inbuilt libraries. The reduced data sets are joined to generate a hybrid dataset which is then passed through the Synthetic Minority Oversampling Technique (SMOTE) for balancing the number of samples of both the classes. This technique identifies the instances which are closer in the feature space and draws a line between the instances in the feature space. Then pulls a new instance at a point on the line. Usually, an arbitrary instance from the smaller class is selected. Then k of the closest instances for that instance are identified (usually k=5). A random close-instance is chosen and an artificial example is formed at a randomly selected point between the 2 instances in feature space.

The selected ensemble model is applied individually on static feature set, dynamic feature set and then combination of these two sets. Linear SVM with regularization parameter value 0.1 is used as the first classifier. The parameter value and kernel selection is done based on the study done in the combined analytical model. The second classifier of this ensemble model is DT with Gini as the splitting criteria. The other parameters like max_depth, min_samples_split, min_samples_leaf are used with their default values. The max_features parameter value is set to “sqrt” which considers less number of features (approximately equal to square root of total number of features) during splitting. The combination of these parameter values gave us the best result as compared to other parameter values.

![Figure 7(a). Accuracy and execution time of SVM for all three datasets](image)

![Figure 7(b). Accuracy and execution time of DT for all three datasets](image)

![Figure 7(c). Accuracy and execution time of KNN for all three datasets](image)

![Figure 7(d). Accuracy and execution time of Proposed model for all three datasets](image)
The third classifier is KNN which is applied with the default distance metric “Minkowski” and n_neighbors value 10. The algorithm parameter was set to “Auto” which chooses the best-fit algorithm to find the nearby neighbors. The parameter tuning of these three algorithms are done by rigorous experiment with different parameter values. The metrics used to evaluate this model are: FPR, Precision, Recall, Accuracy, Error rate and F-Score. Results of this model before applying PCA has achieved approximately same as that of combined analytical model but takes more training time. After applying PCA the performance is increased slightly with approximately equal training time. The values of the metrics for the three types of datasets are given in table 2.

### Table 2. Result of Ensemble Model for Malware Detection

<table>
<thead>
<tr>
<th>Data set Type / Metrics</th>
<th>FPR</th>
<th>Acc</th>
<th>Error Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>0.053</td>
<td>0.962</td>
<td>0.037</td>
<td>0.961</td>
<td>0.973</td>
<td>0.966</td>
</tr>
<tr>
<td>Dynamic</td>
<td>0.041</td>
<td>0.971</td>
<td>0.028</td>
<td>0.97</td>
<td>0.981</td>
<td>0.975</td>
</tr>
<tr>
<td>Hybrid</td>
<td>0.02</td>
<td>0.988</td>
<td>0.011</td>
<td>0.985</td>
<td>0.994</td>
<td>0.989</td>
</tr>
</tbody>
</table>

The F-score value for static, dynamic and hybrid dataset are 0.966, 0.975 and 0.989 respectively. The accuracy score of this model for the hybrid dataset is 98.8% which is more than the accuracy scores of the other two types of datasets used in this experiment. The FPR of this model for hybrid dataset is 0.011 which is lower than the FPR of other two data sets. The comparison of Accuracy, F-score and Error rate for the three datasets is given in figure 6.

The accuracy scores (ACC) and execution times of individual algorithms and the proposed ensemble model are given in table 3.

### Table 3: Results of individual classifiers and proposed Model for all the three datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SVM Acc</th>
<th>SVM Time (sec)</th>
<th>DT Acc</th>
<th>DT Time (sec)</th>
<th>KNN Acc</th>
<th>KNN Time (sec)</th>
<th>Proposed model Acc</th>
<th>Proposed model Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>0.91</td>
<td>2.70</td>
<td>0.86</td>
<td>1.02</td>
<td>0.88</td>
<td>1.19</td>
<td>0.96</td>
<td>2.81</td>
</tr>
<tr>
<td>Dynamic</td>
<td>0.92</td>
<td>3.07</td>
<td>0.89</td>
<td>1.16</td>
<td>0.91</td>
<td>1.28</td>
<td>0.97</td>
<td>3.96</td>
</tr>
<tr>
<td>Hybrid</td>
<td>0.95</td>
<td>3.92</td>
<td>0.93</td>
<td>1.87</td>
<td>0.94</td>
<td>2.31</td>
<td>0.98</td>
<td>4.22</td>
</tr>
</tbody>
</table>

The combined use of multi-feature hybrid dataset, PCA and the ensemble model makes this detection model unique and efficient than the other detection models discussed in the literature.

### 5. CONCLUSION

In this work, static binary vector is prepared using PSI features from malware and benign samples. Dynamic binary vector is created using 3-gram and 4-gram API call sequences collected from the same set of samples used in static analysis. These two vectors are given to PCA model to reduce their dimensions. The reduced datasets are then merged to combine a hybrid feature vector that best describes the samples. The prepared hybrid dataset is passed through an ensemble model which uses SVM, DT and KNN algorithms. The ensemble model with reduced feature set has performed exceptionally well with an accuracy score of 98.8%. The dynamic dataset has better performance than static dataset in all cases in this experiment. The execution time of SVM is more than DT and KNN whereas the execution time of proposed model is slightly more than SVM algorithm. This little difference in execution time can be ignored looking at the higher detection accuracy provided by the proposed model. The proposed model also achieved higher detection accuracy when compared with most of the previous works discussed in this article.
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